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NASA TT F-9387 

2 .  Introduction 

Although the performance of modern photographic systems i s  extremely high, 

t h e  problem of t h e i r  f u r t h e r  improvement remains qu i t e  acute.  

of photographic systems i s  t o  remember t h e  information which i s  contained i n  

images, it i s  being hoped t h a t  t h e  application of t h e  information theory w i l l  

make it poss ib le  t o  move subs t an t i a l ly  i n  the  d i r e c t i o n  of achieving optimum 

c h a r a c t e r i s t i c s ,  f o r  example, achieving the  maximum s e n s i t i v i t y  and t h e  bes t  

image p rope r t i e s .  

Since t h e  purpose 

The f irst  works which considered photographic systems from the  pos i t i on  of 

information theory appeared very sho r t ly  a f t e r  t h e  theory i t s e l f  was formulated. 

A t  t h e  present time, the re  i s  q u i t e  a l a rge  number of such works. 

known works (whose survey i s  fa r  from complete) do not make it poss ib le  f o r  us 

Unfortunately, 

- 
t o  judge the  soundness of t he  hopes which have been placed on information theory.  

Furthermore, t h e  methods of information theory a r e  not applied with complete ac- 

curacy i n  a l l  of t h e  works. 
!- 

The purpose of t h i s  repor t  i s  t o  e s t a b l i s h  how information theory i s  as- 
. -. 

-, 

soc ia t ed  with t h e  problems of per fec t ing  photographic systems. / 

2. Basic Concepts of t h e  Theory of Information 
i 

Information theory i s  a s c i e n t i f i c  d i s c i p l i n e  which i s  concerned with the  

method of t r ansmi t t i ng  information i n  a most r e l i a b l e  and economic fashion. 

The purpose of information transmission is  t o  reproduce a s i t u a t i o n  a t  a 

given p lace  corresponding t o  a s i t u a t i o n  a t  another place.  Thus, i n  t e l ev i s ion ,  

an e f f o r t  i s  made t o  reproduce on the  screen of t h e  r ece ive r  t h e  brightness d i s -  

t r i b u t i o n  of ob jec ts  s i t u a t e d  i n  f ront  of t h e  t e l e v i s i o n  camera l ens .  

I n  many cases it becomes necessary t o  memorize information. By memorizing 

information it i s  poss ib le  t o  reproduce i n  t h e  f u t u r e  a s i t u a t i o n  which has 

2 



occurred i n  t h e  pas t .  

i c  system i n  which t h e  d i s t r i b u t i o n  of br ightness  on a photographic p i c tu re  r e -  

produces t h e  br ightness  d i s t r i b u t i o n  of ob jec ts  which a r e  photographed. 

s i t u a t i o n ,  which i s  subject  t o  reproduction, i s  ca l l ed  a communication. 

Such a memory, f o r  example, i s  achieved with a photograph- 

The 

I n  t e l ev i s ion  photography and i n  motion p i c tu re  photography the  ro l e  of 

i n i t i a l  communication i s  played by the o p t i c a l  image of ob jec ts  produced by an 

i d e a l  o p t i c a l  system. The purpose of a photographic o r  t e l ev i s ion  system i s  t o  

reproduce t h i s  image. 

The reproduction of a communication i s  delegated t o  a r ec ip i en t .  The r e -  

c ip i en t  of an image i s  a human observer, an in t e rp re t e r ,  etc. '  It i s  impossible 

and unnecessary t o  reproduce communications with absolute accuracy. I n  /63 
information theory a measure i s  introduced f o r  the  correspondence of reproduced 

communication t o  t h e  i n i t i a l  communication--the accuracy of reproduction. 

I n  s c i e n t i f i c  photography, i n  a e r i a l  photography, e t c . ,  t h e  concept of 

"accuracy" i s  equivalent t o  the  concept of "qual i ty  of reproduction, 

high q u a l i t y  implies a high degree of correspondence of t h e  image t o  the  o r i g i -  

na l ,  i . e . ,  high accuracy. The s i tua t ion  i s  more complex i n  art photography, 

where t h e  q u a l i t y  of t he  image depends on t h e  emotional e f f e c t  of t he  l a t t e r  on 

an observer.  It i s  doubtful  t h a t  the appl icat ion of information theory w i l l  be 

of much use i n  ar t  photography. 

because 

The permissible accuracy of reproduction is  determined by t h e  r ec ip i en t .  It 

depends on the  proper t ies  of t he  rec ip ien t  ( f o r  example, on t h e  resolving 

'Recently t h e  p o s s i b i l i t y  of developing automatic machines f o r  recognizing v i s -  

u a l  ob jec t s  has been discussed. 

image r ec ip i en t s .  

Such automatic machines would p lay  the  r o l e s  of 
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capacity, on inertness and on the contrast sensitivity of vision) 

purpose of the received communication. 

and on the 

The application of information theory is not concerned with a single com- 

munication, but with a large number of communications of a given type, for ex- 

ample, with a large number of possible images. Sometimes this large number is 

understood in a narrower sense: a large number of various types of portraits, 

or landscapes or aerial landscapes. 

The basic proposition made in information theory consists of the following: 

a given communication, which is to be transmitted or memorized, is the result of 

a random selection from a large number of communications. In this case each 

specific communication is assigned a definite probability that it will be 

selected. 

their selection form a source of communications. 

A large number of communications together with the probabilities of 

The transmission o r  memorization of information is accomplished by a com- 

bination of technical means called the communication system or a memory system.l 

The basic problem of information theory is to establish an optimum match 

between the source of information and the communication system (memory system). 

The criteria of optimality may be different. In some cases we must try to 

achieve the maximum accuracy of reproduction, while in others we must achieve a 

minimum consumption of photographic material or a minimum required energy (maxi- 

mum sensitivity), etc. 

given communication system (memory system), i.e., to establish the degree of its 

match with the source, quantitative characteristics of the information source and 

of the system are introduced. 

In order to establish the effective utilization of a 

I'rhe term "memory system'' is not in general use. 
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The source i s  character ized by the average amount of information contained 

i n  t h e  communication--by the  entropy. 

The comunicat ion system (memory system) i s  character ized by the  maximum 

amount of information which a given system can t ransmit  o r  memorize. This 

quant i ty  i s  known as the  capacity of t he  system.' 

t he  quan t i t a t ive  measure of information i s  introduced i n  t h e  theory.  

Let us consider b r i e f l y  how 

The concept of the  amount of information i s  c lose ly  associated with t h e  

concept of uncertainty.  L e t  us  consider a c e r t a i n  experiment which has severa l  

outcomes. The outcomes, f o r  example, may be t h e  appearance of some number when 

d ice  are ro l l ed ,  t h e  b i r t h  of a baby of d e f i n i t e  sex, e t c .  Before the  experi-  

ment t h e r e  i s  uncertainty as t o  which outcome w i l l  t ake  place.  I n  information 

theory a measure i s  es tab l i shed  for the uncertainty of such experiments--the 

entropy. 

If experiment A has R eqlLally probable outcomes, then the  entropy of the  

experiment H(A)  i s  equal t o  the  logarithm of the  number of poss ib le  outcomes: 

H(A) = l0g2N. (1) 

The l a r g e r  t h e  number of outcomes, t he  grea te r  i s  the  uncertainty.  

The se l ec t ion  of t he  logarithm bases determines t h e  u n i t s  of uncertainty.  

Thus, i f  t h e  logarithm i s  computed with a base 2, we obta in  binary un i t s ,  

which a r e  ca l l ed  b i t s  i n  fore ign  l i t e r a t u r e .  

I n  t h e  case of N outcomes which have f e a s i b i l i t y  p r o b a b i l i t i e s  P1, P2...PN, 

where C Pi = 1, the  entropy i s  given by the  following expression: 
i =1 

N 

i =1 
H(A)  = - C Pi  log  P i  b i t s .  

'The term "carrying capacity" i s  f requent ly  used when information i s  

t ransmi t ted .  
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It i s  easy t o  see  t h a t  equation (1) i s  a s p e c i f i c  case of (2)  when a l l  

p r o b a b i l i t i e s  a r e  the  same, i .e . ,  Pi = 1 / N ,  i = 1, 2, ..., N.  

Let us assume t h a t  before experiment A has been conducted, t h e  outcome /64 
of another experiment B has become known. In t h i s  case,  general ly  speaking, t he  

p r o b a b i l i t i e s  of t h e  outcomes of experiment A w i l l  change, and consequently i t s  

entropy will a l s o  change. 

Let us assume, f o r  example, t h a t  experiment A cons is t s  of counting t h e  num- 

ber of developed grains  i n  a given region of a photographic image, while experi-  

ment B cons is t s  of measuring t h e  exposure of t h i s  region. It i s  c l e a r  t h a t  t he  

d i s t r i b u t i o n  of t he  number of grains  f o r  a given exposure i s  d i f f e r e n t  than when 

t h e  exposure i s  unknown and has a random value.  

Let us designate  by P . ( i )  the  probabi l i ty  of t he  i - t h  outcome of experiment J 

A, i f  w e  know t h a t  experiment B had an outcome j .  Let r .  be t h e  p robab i l i t y  
MJ 

j - t h  outcome of experiment B which has M out.comes and C r j  = 1. Then the  
j =i 

average ( tak ing  i n t o  account t h e  various outcomes of experiment B )  uncer ta in ty  

of experiment A, when we know the  outcomes of B, w i l l  be expressed by t h e  condi- 

t i o n a l  entropy: 

Information on t h e  r e s u l t s  of experiment B can only decrease the  uncer ta in ty  

of experiment A: 

H ~ ( A )  s H(A) .  

The equa l i ty  HB(A) = H(A) occurs when experiments A and B a re  independent. 

L e t  us determine the  quant i ty  I ( A , B )  --the amount of information concerning 

experiment A contained i n  the  information concerning t h e  outcome of experiment B, 

i n  t h e  following manner: 



I n  other words, t h e  measure of t he  quant i ty  of information i s  t h e  measure 

of t he  va r i a t ion  i n  t he  uncer ta in ty  associated with t h e  obtainment of t h i s  in -  

format ion.  

Subs t i t u t ing  (2 )  and (3) i n t o  ( 4 )  and performing some transformations we 

obtain : 

where P ( i j )  = r . P . ( i )  i s  the  combined p robab i l i t y  of t h e  i - t h  outcome of A and 

t h e  j - t h  outcome of B ( i n  t h i s  case C P ( i j )  = r 

s ion  ( 5 )  w e  obtain t h e  following important r e s u l t :  

J J  

C P ( i j )  = Pi). From expres- i j J  

I(AB) = I(BA). 

The amount of information i n  experiment B with respec t  t o  experiment A i s  

equal t o  t h e  amount of information i n  experiment A with respec t  t o  experiment B. 

Expresston ( 5 )  may be generalized f o r  t h e  case when one of t h e  experiments, 

o r  both of them, have an i n f i n i t e  number of outcomes. 

3. The Amount of Information i n  Images 

As  we already s t a t ed ,  a spec i f i c  image i s  se l ec t ed  i n  a random fashion from 

a l a r g e  number of images. I f  a la rge  number of images has a f i n i t e  number of 

d i f f e r e n t  images ( i n  a given a rea ) ,  then by ind ica t ing  which image i s  se l ec t ed  

we can remove t h e  uncer ta in ty  completely. Thus, i n  t h i s  case,  t h e  average 

amount of information i n  images o f  a given source--the entropy of image source -- 
coincides with t h e  entropy--the measure of uncer ta in ty  i n  s e l e c t i n g  images. 

L e t  us assume, f o r  example, t h a t  t h e  source of images produces congratula- 

t o r y  telegram forms and these  forms, on t h e  average, are se l ec t ed  with t h e  same 

frequency. The entropy of such a source i s :  

H = log2 N ,  
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where N i s  t h e  number of d i f f e r e n t  fo rms .  Since t h e  number N i s  equal t o  sever- 

a l  t ens  ( l e t  us say from 32 t o  128) we have 

H = 5 - 7 b i t s .  

Let us consider another example. Every image can be divided i n t o  elements. 

This i s  done i n  polygraphy and phototelegraphy, e t c .  The s i z e  of t h e  element i s  

se lec ted  taking i n t o  account t h e  resolving power of t he  eye and of t he  angle a t  

which t h e  image i s  observed ( we note t h a t  t he  use of a l ens  i n  f r o n t  of t h e  eye 

means t h a t  t h i s  angle i s  increased) .  For example, i n  phototelegraphy ( f acs imi l e )  

t h e  s i z e  of the  element i s  0.2 * 0.2 mm, so  t h a t  an image of 9 12 cm /65 
contains 270,000 such elements. 

Now l e t  us assume t h a t  t he  brightness (dens i ty )  of each element has M grad- 

uat ions of br ightness .  

of elements. If a l l  images a re  considered of equal probabi l i ty ,  we have 

We have a t o t a l  of N = ms images, where s i s  t h e  number 

H = log2 N = s log2 m, 

s u b s t i t u t i n g  s = 270,000, m = 32, we obta in :  

H = 1,350,000 b i t s .  

These examples show t h a t  t he  entropy of t h e  image source i s  the  property of 

t h e  e n t i r e  source and not of individual  images. The same image may have 5 or 
6 1 . 5  ' 10 b i t s ,  depending on t h e  multi tude from which it i s  se lec ted :  t he  mult i -  

tude of congratulatory telegram forms or t h e  multi tude of d i f f e r e n t  combinations 

of br ightness  of 270,000 elements. 

The examples which we have presented are of a somewhat a r t i f i c i a l  nature .  

What i s  t h e  quant i ty  of information in  "natural"  images of photographed objec ts  

produced by an i d e a l  o p t i c a l  system. 

F i r s t  of a l l ,  we note t h a t  t he  number of such s t a t iona ry  images of a given 

a rea  i s  f i n i t e .  Indeed, t he  image may be described as a d i s t r i b u t i o n  of 
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electromagnetic f i e l d  i n t e n s i t y  i n  the plane of t h e  photographic layer .  

a rea  of t h i s  plane contains only a f i n i t e  number of independent degrees of f r e e -  

dom, determined by t h e  aperture  of an i d e a l  lens1 (for example, see reference 1). 

Thus, t h e  image i s  determined by t h e  d i s t r i b u t i o n  of t h e  electromagnetic f i e l d  

energy over these  degrees of freedom. If we take  i n t o  account t he  quantum na- 

ture of t he  electromagnetic f i e l d ,  we may f i n d  t h e  number (and p robab i l i t y )  of 

various d i s t r ibu t ions ,  i . e . ,  we can f ind  t h e  entropy of t h e  multi tude of o p t i c a l  

images. The evaluat ion of t h i s  quant i ty  was ca r r i ed  out by F e l l g e t t ,  Linfoot 

and by o thers  ( r e f s .  2-6). 

A u n i t  

We s h a l l  not discuss  these  works because t h e  quant i ty  of information which 

can be extracted by t h e  r ec ip i en t  f r o m  images i s  seve ra l  orders of magnitude less 

than t h a t  given by any of such evaluations.  

The r ec ip i en t  cannot d i s t inguish  between many images which represent d i f -  

f e r en t  energy d i s t r i b u t i o n s  according t o  the  degrees of freedom of the  image: 

t h e  v i s u a l  system has a threshold of absolute and cont ras t  s e n s i t i v i t y ,  and it 

i s  incapable of d i f f e r e n t i a t i n g  colors composed of d i f f e r e n t  wave-length rad ia-  

t i o n s ,  but  having t h e  same color  coordinates,  e t c .  

If  a l l  ind is t inguishable  images a re  grouped and i f  ins tead  of any member of 

t h e  group we always t ransmit  t h e  same image--%epresentative image"--the number 

of poss ib le  images and, consequently, t h e  entropy are decreased. A f u r t h e r  de- 

crease i n  entropy w i l l  occur i f  we combine i n  a group not only the  ind is t inguish-  

able  images, but a l s o  images which are s l i g h t l y  d is t inguishable .  I n  t h i s  case 

t h e  replacement of t h e  i n i t i a l  image by an image which d i f f e r s  s l i g h t l y  from it 

w i l l  mean t h a t  t he  q u a l i t y  of image reproduction w i l l  d e t e r i o r a t e .  It i s  c l e a r  

t h a t  t h e  l a r g e r  t h e  permissible de te r iora t ion ,  t h e  smaller i s  the  entropy of t h e  

1 
The aber ra t ion  of a r e a l  l ens  decreases t h e  number of degrees of freedom. 
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image force .  Therefore, t h e  quant i ty  of information i n  an image i s  associated 

with t h e  assigned qua l i ty  of t h i s  image. 

I n  order t o  compute the  entropy of t h e  image source from the  point  of view 

of t h e  r ec ip i en t ,  it i s  necessary t o  introduce a c r i t e r i o n  of accuracy, i . e . ,  

f o r  each p a i r  of images B(x, y )  and B'(x, y )  we must ass ign a corresponding num- 

ber p(B(x ,  y ) ,  B ' (x ,  y ) ) ,  which shows the  "closeness" o r  resemblance of t h e  

images. 

A t  t he  present time t h e  form of the  funct ional  p(B(x, y ) ,  B'(x, y ) , i s  not 

known accurately;  however, an approximate evaluation of t h e  entropy can be made. 

Extending the  r e s u l t s  obtained i n  reference 7, we can evaluate  the  entropy as  

exceeding 1.6 b i t s  per  un i t  image element ( t h i s ,  f o r  example, gives us 400,000 

b i t s  i n  an image 9 * 12 em when t h e  element s i z e  i s  0.02 * 0.02 cm). 

Generally speaking, t h e  form of the  func t iona l  p ( B ,  B ' )  depends not only 

on t h e  physiological  proper t ies  of the r ec ip i en t ,  but a l s o  on t h e  use which i s  

t o  be made of t h e  image. If, f o r  example, t he  purpose of t he  r ec ip i en t  is t o  

d i s t ingu i sh  between a female p o r t r a i t  and a male p o r t r a i t ,  t h e  multi tude of 

images w i l l  now cons is t  of only two elements: male p o r t r a i t  and femalepor t ra i t .  

I n  computing t h e  amount of information, a l l  d i f f e r e n t  male p o r t r a i t s  must 

be considered as ind is t inguishable ,  because, even though the  r ec ip i en t  can d i s -  

t i n g u i s h  them, he must not do so.  

A s  a matter of f a c t ,  within t h e  framework of information theory applied t o  

photographic systems, such degenerate cases a re  not encountered. 

4. The Capacity of the  Photographic System 

The capaci ty  of a photographic system i s  t h e  maximum amount of information 

which can be memorized by a given system. The process of memorizing information 

c o n s i s t s  of t h e  system en te r ing  a s t ab le  state under t h e  ac t ion  of s p e c i f i c  
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/66 information. 

system has, t h e  g rea t e r  i s  the  number of communications which it i s  capable of 

memorizing. 

cat ion,  i f  we know t h e  r u l e  which associates  d i f f e r e n t  communications with d i f -  

f e r en t  s t a t e s .  

The l a r g e r  t he  number of s t ab le  s t a t e s  which a memory 

Wnen we know the  s t a t e  o f  t he  system, we can reproduce t h e  communi- 

The r e f l ec t ion  of t he  communications i n  t h e  s t a t e  of the  system i s  ca l l ed  

coding, and the  reverse  process is ca l led  decoding. 

The s t a t e  of t h e  photographic system may be described by the  d i s t r i b u t i o n  

of t he  blackening of a photographic layer--D(x, y ) .  

Coding i n  photography cons is t s  o f  p ro jec t ing  the  o p t i c a l  image described 

by the  br ightness  d i s t r i b u t i o n  B(x ,  y )  on a photographic l aye r .  

t h e  reproduction of br ightness  d i s t r i b u t i o n  B'(x,  y )  as a funct ion of t h e  sys- 

tems s ta te  may be accomplished, f o r  example, by pro jec t ing  the  image B ' ( x ,  y )  on 

a screen.  

Decoding, i . e . ,  

The s impl ic i ty  and "naturalness" of these  transformations B(x, y)  D(x, y)  

and D(x, y)  -, B'(x,  y ) ,  a t  first glance, i nd ica t e s  t h a t  t he  introduct ion of t he  

concepts ''coding" and "decoding" i n  photography i s  unnecessary. 

However, a s  we s h a l l  show l a t e r ,  t h e  transformation from n a t u r a l  operat ions 

of pro jec t ion  t o  more complex methods of coding and decoding may s u b s t a n t i a l l y  

increase  the  e f fec t iveness  of applying a photographic system. 

Let us now consider i n  more d e t a i l  t he  operation of a photographic system. 

The image of t h e  objec ts  t o  be memorized i s  projected by an o p t i c a l  system on a 

l i g h t - s e n s i t i v e  l aye r .  Let us divide t h e  photographic l aye r  i n t o  elements cor- 

responding t o  independent degrees of freedom of t h e  o p t i c a l  image. A c e r t a i n  

quan t i ty  of photons f a l l s  on each element of t h e  l aye r ,  and the  average number 

of t h e s e  ( i . e . ,  t h e  energy per degree of freedom) i s  determined by t h e  i n i t i a l  

11 



image. 

gra ins  i n  t h i s  element a f t e r  development. 

The ac t ion  of photons i s  responsible for  t h e  presence of metaY;c s i l v e r  

The number of these  grains i s  associated s t a t i s t i c a l l y  with t h e  number of 

photons: t h e  average number of developed gra ins  i s  a func t ion  of t h e  number of 

photons. The a c t u a l  number of gra ins  f l u c t u a t e s  around an average value. The 

number of developed gra ins  determines t h e  dens i ty  of t h e  element and consequently 

t h e  br ightness  of t h e  reproduced image. 

Due t o  t h e  presence of f luc tua t ions ,  information on t h e  number of developed 

g ra ins  leaves some uncer ta in ty  i n  t h e  energy of t h e  element of t h e  i n i t i a l  image; 

however, t h i s  uncer ta in ty  i s  l e s s  than t h e  i n i t i a l  uncer ta in ty .  I n  other words, 

t h e  value of t h e  number of gra ins  contains ce r t a in  information about t h e  energy 

(or t o  t h e  brightness,  which i s  proportional t o  i t )  of t h e  element i n  t h e  i n i t i a l  

image. 

I n  accordance with t h e  generally accepted theory of t h e  photographic pro- 

cess,  t h e  number of developed gra ins  i n  a given element is  a random quantity 

which sat isf ies  Poisson ' s  d i s t r i b u t i o n  law: 

Here Pa(n) i s  t h e  p robab i l i t y  t h a t  t h e  number of developed gra ins  i s  equal 

t o  n, while a i s  t h e  average number of developed g ra ins .  

number of l i g h t  s e n s i t i v e  gra ins ,  while n ( E )  i s  t h e  p r o b a b i l i t y  t h a t  an individ- 

If aM i s  t h e  average 

u a l  g ra in  i s  developed a f t e r  it is  subjected t o  t h e  ac t ion  of l i g h t  with energy 

E, then  

a = w(E). (7)  

The dependence of quant i ty  a on the  energy E may be e s t ab l i shed  experimen- 

t a l l y :  

i n  d e n s i t y  a s  a function of t h e  number of gra ins ,  and D(E)--the c h a r a c t e r i s t i c  

d i r e c t l y  o r  by superimposing two experimental curves D(a) --the va r i a t ion  

curve of t h e  photographic ma te r i a l .  
12 



The energy of t h e  image element may assume any values .  We must compute 

I(E, n)  -, t he  amount of information about t h i s  quant i ty  contained i n  our know- 

ledge of another random quantity--the number of developed grains  n. 

Since according t o  (7)  t he  quant i ty  E gives a s ing le  value f o r  a, which i s  

therefore  a l s o  a random quant i ty ,  we have 

I ( E ,  n )  = I (a ,  n ) .  

It i s  more convenient t o  compute t h e  amount of information I ( a ,  n )  than it 

i s  t o  compute I ( E ,  n ) .  

When t h e  energy E changes, t h e  average number of developed grains  va r i e s  i n  

t h e  l i m i t s  ao, aM. 

i s  small. 

The quant i ty  a. corresponds t o  the  dens i ty  of the  fog when E 

The quant i ty  aM i s  achieved when t h e  energy E i s  very l a rge ,  so t h a t  

n(E)  = 1. 

If we know p(E)--the d i s t r i b u t i o n  dens i ty  of t he  random quant i ty  E,  we may 

f i n d  p( a)--the d i s t r i b u t i o n  dens i ty  of  t he  random quant i ty  a .  

Now we can der ive  an expression f o r  I ( a ,  n )  

m 

aM 

aO 

where P(n)  = 5 p(a)Pa(n)da.  

This  quant i ty  of information corresponds t o  t h e  average energy of the  /67 
image element 

E = $ E p ( E ) a .  (9) 

Thus t h e  amount of information I (a ,  n)  and the  average energy E i s  de te r -  

mined by t h e  d i s t r i b u t i o n  p ( E ) ,  i . e . ,  by t h e  s t a t i s t i c a l  p roper t ies  of t he  

image source.  



L e t  us s e l e c t  the d i s t r i b u t i o n  p(E) so t h a t  expression (8) has a maximum 

value. The maximum value of (8) i s  the capacity of t he  photographic l aye r  of 

element. Let us designate t h i s  quant i ty  by Co 

Subs t i tu t ing  the  optimum 

The r a t i o  

d i s t r ibu t ions  i n t o  (9), w e  f ind  xo. 
Bo/Co i s  the  quant i ty  of energy d iss ipa ted  f o r  one binary u n i t  

of the  memorized information, when Co i s  a maximum. 

It i s  in t e re s t ing  t o  solve this  problem: t o  s e l e c t  p(E) i n  such way t h a t  

t h i s  r a t i o  i s  minimized. After  w e  find t h i s  d i s t r i b u t i o n  and s u b s t i t u t e  it i n t o  

( 9 ) ,  and subs t i t u t e  the corresponding d i s t r i b u t i o n  p ( a )  i n t o  ( 8 ) ,  w e  f ind  quan- 

t i t i e s  Zl and cl. 
It i s  obvious t h a t  z l /Cl  2 x o / C o ,  C 1  5 Co. 

If the  elements of the  photogmphic l aye r  were independent, then the  capaci- 

t y  of t h e  photographic system would be obtained by multiplying C by the number 

of elements. However, t he  elements o f  the layer ,  unl ike the  elements of an 

o p t i c a l  image produced by an i d e a l  op t i ca l  system (without aber ra t ion) ,  a r e  not 

independent. Due t o  the presence of aberrat ion and the  sca t t e r ing  of l i g h t  i n  a 

photographic layer ,  the i l luminat ion of a given element depends on the  i l lumina- 

t i on  of  the neighboring elements. 

0 

There a re  two approaches f o r  an approximate so lu t ion  t o  the problem of com- 

put ing  t h e  capaci ty  of a photographic system. I n  the f irst  place,  we may assume 

that  the elements of the  photographic l a y e r  a re  independent, and t h a t  t h e i r  

value i s  equal t o  the  a r e a  of t he  c i r c l e  of dispersion' or i s  determined by t h e  

'The area of the c i r c l e  of dispersion i s  t o  some extent  condi t ional ,  because 

f requent ly  the  dispers ion funct ion i s  approximated by funct ions which extend 

t o  inf ini ty-by an exponential  function, Gauss funct ion,  e t c .  
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reso lu t ion  of t he  photographic system. 

number of independent elements i s  contained i n  reference 8. ) 

(This approach t o  t h e  eva lua t ion  of t he  

Another approach i s  t o  use the  frequency desc r ip t ion  of t he  image, i . e . ,  t o  

replace the  br ightness  d i s t r i b u t i o n  (energy) along the  coordinates by the  d i s -  

t r i b u t i o n  of t he  i n t e n s i t y  of the  components of various s p a t i a l  frequencies.  

It is  obvious t h a t  t h i s  approach i s  su i t ab le  f o r  o p t i c a l  images. 

appl ica t ion  of t he  frequency descr ip t ion  of t he  s t a t e  of a photographic material 

encounters se r ious  d i f f i c u l t i e s ,  produced by the  nonl inear i ty  of t h e  photographic 

process. 

However, t he  

Linfoot and o thers  ( r e f s .  9 and 10) have attempted t o  bypass these  d i f f i c u l -  

t i es  by considering images of low cont ras t .  I n  t h i s  way co r rec t  r e s u l t s  are ob- 

ta ined  f o r  t he  amount of information memorized by a photographic system, when it 

operates with sources of low cont ras t  images. However, t h i s  amount of informa- 

t i o n  i s  not t he  same as t h e  capacity--the maximum amount of information during 

the b e s t  u t i l i z a t i o n  of t he  system. 

Jones ( r e f .  11) made an e f f o r t  to  expand the  Linfoot approach t o  an image 

of high con t r a s t .  However, h i s  resul ts ,  as  acknowledged by the  author himself,  

a r e  not e n t i r e l y  co r rec t ,  although apparently t h e  evaluation of t he  capacity 

i s  of t he  proper order .  

If we know the  magnitude of the capacity of t he  memory system and the  mag- 

nitude of t he  entropy of the  information source, it i s  poss ib le  t o  determine the  

conditions under which the given system i s  s u i t a b l e  f o r  memorizing information 

from a given source, and t o  determine the  e f f ec t iveness  of the memory system. 

This question i s  answered by a basic theorem of information theory pro- 

posed by Shannon (ref.  12) ,which proposes the  following. 

If a source with a given accuracy e has an entropy H,, w e  can code t h e  

information of t he  source and transmit it through a system wi th  capacity C ,  

15 



with a reproduction accuracy a r b i t r a r i l y  c lose t o  8 ,  i f  only He 5 C.  

impossible i f  He > C .  

This i s  

L e t  us c l a r i f y  the  meaning o f  the theorem by using the  following, somewhat 

a r t i f i c i a l  example. Le t  u s  assume t h a t  the source of images has M equal ly  prob- 

able  dis t inguishable  r ec ip i en t s  of information, and l e t  us assume t h a t  t h e  sys- 

tem has N s t a t e s .  Then 

H = log2 M b i t s  and C = log2 N b i t s .  

The second p a r t  of the  theorem, which maintains t h a t  H 5 C i s  a necessary 

condition f o r  transmission, now appears obvious: 

the number of system s t a t e s  w i l l  not  be s u f f i c i e n t .  

when H > C ( i . e . ,  when M > N ) ,  

The proposi t ion t h a t  condition H 5 C i s  s u f f i c i e n t  i s  not  obvious. Indeed, 

it does not follow from M 5 N t h a t  a method can always be found t o  juxtapose 

each communication t o  each state. 

i s  demonstrated by the  proof of the theorem. 

The f a c t  t h a t  this  i s  ac tua l ly  poss ib le  /68 

(The proof of the  bas ic  theorem may be found i n  reference 12 or i n  any text- 

book on information theory.)  

If an image contains H b i t s  of information, and i f  i t s  memorization with a 

given coding method requi res  a photographic system with a capaci ty  of C b i t s ,  

w e  can say t h a t  theeffect iveness  of u t i l i z i n g  the system under these methods of 

coding i s  H/C. I f  the coding method i s  perfected,  the effect iveness  can be in- 

creased. The basic  theory maintains t h a t  t he re  are coding methods f o r  which 

t h e  e f fec t iveness  can be made t o  approach uni ty .  

The e f fec t iveness  of u t i l i z i n g  the memory system depends on the  degree t o  

which t h e  s t a t i s t i c a l  p roper t ies  of the information source correspond t o  those 

p r o p e r t i e s  which provide f o r  a max imum amount of memorized information. 
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. 

By changing the s t a t i s t i c a l  p roper t ies  of the multi tude of communications 

through coding, it i s  possible  t o  achieve a b e t t e r  matching of these  proper t ies  

t o  the  requirements of the system, i . e . ,  it i s  poss ib le  t o  increase the  effec-  

t iveness .  

Different  memory systems may require  d i f f e ren t  s t a t i s t i c a l  p rope r t i e s  of 

t h e  matched source. Therefore, if the same method of coding information i s  used 

f o r  t he  same source t o  match d i f f e ren t  memory systems, it may t u r n  out  t h a t  a 

system with a high capacity may memorize less information than a system with a 

smctller capacity.  This discussion again shows how ca re fu l  w e  must be i n  evalu- 

a t ing ,  f o r  example, the q u a l i t y  of photographic mater ia ls  with respect  t o  t h e i r  

capacity.  

The higher the e f fec t iveness  of u t i l i z i n g  a photographic system, the  lower 

i t s  required a rea  of photographic mater ia l  f o r  memorizing images with a given 

amount of information. 

consideration. 

The minimum area i s  determined by t h e  following simple 

L e t  us assume t h a t  the area of an independent element (which i s  of the  same 

order  of magnitude as the  dispers ion c i r c l e )  i s  equal t o  0, and i t s  capaci ty  i s  

Co b i t s .  If the image contains H b i t s  of information, the  minimum area (when 

the  effect iveness  i s  equal t o  un i ty ,  i . e . ,  f o r  the case of i d e a l  coding), i s  

equal t o :  

Smin = oH/CO. 

By going from one coding method t o  another more e f f e c t i v e  one, it i s  pos- 

s i b l e  not  only t o  decrease the area occupied by the  image, but t o  improve the 

q u a l i t y  of the  image. 

tropy of the  image i s  a l so  higher . )  

(Let us r e c a l l  t h a t  when the  q u a l i t y  i s  higher, the  en- 



The concepts of information theory may be used t o  inves t iga t e  the  maximum 

s e n s i t i v i t y  of photographic systems. 

The transmission and the  memorization of information, according t o  the  

B r i l l o u i n  p r inc ip l e  ( ref .  l5), i s  associated wi th  an expenditure of energy. 

During photographing t h e  necessary energy i s  provided by the  r a d i a t i o n  from the  

photographed ob jec t s .  A s  a measure of t he  s e n s i t i v i t y  of a photographic sys- 

tem it i s  na tu ra l  t o  consider the  energy necessary f o r  remembering a d e f i n i t e  

amount of information, f o r  example, one b i t .  I n  the  l a t t e r  case the  s e n s i t i v i t y  

i s  given by the  r a t i o  E/I(a ,  n) . 
The maximum s e n s i t i v i t y  i s  equal t o  E1/C1. Since C Co, operation w i t h  

1 
maximum s e n s i t i v i t y  may be accompanied by a loss  i n  the  u t i l i z e d  area of photo- 

graphic material. 

Let us consider t h e  da t a  presented i n  the  works of Jones (ref. 11). We see 

t h a t  f o r  every b i t  of memorized information the  photographic system expends an 

energy of 8,000-30,000 photons. 

a t ions  associated with the  Br i l l ou in  p r i n c i p l e  (refs. 13 and 14) t h a t  i n  pr in-  

c i p l e  it i s  s u f f i c i e n t  t o  have energy of t h e  order  of one photon. The r e l a t i v e l y  

low s e n s i t i v i t y  is  the  p r inc ip l e  shortcoming of t he  photographic system. 

Bowever, it follows from thermodynamic consider- 

The p o s s i b l i t i e s  of coding by means of photographic methods are extremely 

l imi ted .  O f  C O U ~ S F ,  another approach can b e  used, f o r  example, e l ec t ron -op t i ca l  

coding; however, t h i s  w i l l  make meaningless the  formulation of t he  problem on 

t h e  p o s s i b i l i t y  of using the  methods of information theory t o  p e r f e c t  photographic 

systems. 

I n  connection with the  d i f f i c u l t i e s  of optimum coding i n  photography, some 

inves t igo r s  (refs. 15 and 16) examined t h e  true capacity of a photographic sys- 

t e m -  - i t s  capacity t o  memorize d i g i t a l  information under s p e c i f i c  conditions o t  irl- 

troducing and reading t h i s  information. 
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5 .  The Quality of the I m a g e  

For  a communications engineer it i s  r a t i o n a l  t o  apply information theory,  

because t h i s  theory makes it possible  t o  evaluate  the  e f fec t iveness  of using a 

comunicat ions system. I f  t h e  effect iveness  i s  known, it i s  possible  t o  have a 

b a s i s  f o r  s e l ec t ing  the  method of coding and decoding with any degree of com- 

p l ex i ty .  I n  photography, as we have already s t a t e d ,  t h e  coding p o s s i b i l i t i e s  

a r e  l imi t ed ,  which decreases the  value of knowing the  magnitude of e f fec t iveness .  

However, the ideas of information theory i n  t h e  broad sense may be used 

e f f e c t i v e l y  t o  develop optimum photographic systems. 

The works of E l i a s  ( r e f .  17) and F e l l g e t t  ( re f .  18) appeared immedi- 

a t e l y  after Shannon developed the  theory of information. 

t h e  analogy between e l e c t r i c a l  communications systems and o p t i c a l  and photo- 

graphic systems. Because t h i s  analogy w a s  recognized, frequency concepts--spec- 

trum of images and contrast--frequency charac te r i s t ics  of o p t i c a l  and photographic 

l a y e r s ,  were introduced i n t o  photography and o p t i c s .  To describe dens i ty  f luc-  

t ua t ions ,  which appear as a g ra in  s t ruc tu re ,  t he  theory of random processes w a s  

appl ied ( s p e c i f i c a l l y  t h e  co r re l a t ion  theory of s t a t iona ry  processes) ,  which 

t r e a t e d  these f luc tua t ions  l i k e  e l e c t r i c a l  noise .  

graphic and o p t i c a l  systems produced a new approach to t he  understanding of image 

q u a l i t y  . 

/69 
These works underline 

This descr ip t ion  of photo- 

I n  op t i c s  the only form of d i s to r t ion  i s  the  a t tenuat ion  of higher s p a t i a l  

f requencies  due t o  d i f f r a c t i o n  and aberrat ion.  

t h e  smaller i s  the  r e so lu t ion ,  i m a g e  de f in i t i on ,  e t c .  

The g rea t e r  t h i s  a t tenuat ion ,  

I n  t e l ev i s ion  and i n  photography the  frequency d i s t o r t i o n s  a re  supplemented 

by d i s t o r t i o n s  of contrast--nonl inear  d i s t o r t i o n s  and f luc tua t ing  noise--graini-  

nes s ,  noise ,  e t c .  



Many e f f o r t s  were made t o  associate  the qua l i t y  of o p t i c a l ,  t e l e v i s i o n  o r  

photographic images with the chazac te r i s t i c s  of the  corresponding systems ( r e f s .  

19-23). 

cause t h e  se l ec t ion  of t h e  accuracy c r i t e r i o n  (qua l i t y )  has been unsuccessful.  

None of these e f f o r t s ,  as  ye t ,  have achieved unconditional success be- 

The problem of evaluating the  qua l i t y  of an image must be formulated i n  

t h e  following manner: t he re  i s  a c r i t e r i o n  f o r  t he  accuracy of the image--the 

func t iona l  p ( B , B ' ) ,  which assigns some number t o  two images B and B '  f o r  charac- 

t e r i z i n g  t h e i r  closeness o r  resemblance. 

s e l ec t ed  i n  such a way t h a t  when the  number i s  l a rge ,  t h e  resemblance i s  small. 

Then P(B ,B' ) has the  sense of "distance" between images. 

Usually the  form of p (B ,B ' )  i s  

The form of p(B,B')  i s  determined by t h e  p rope r t i e s  of t he  r e c i p i e n t  and 

by t h e  purpose of the  image. 

The form of the func t iona l  p (B ,B ' )  may be es tab l i shed  from biophysical  and 

psychological inves t iga t ions .  A t  the present  time t h i s  problem i s  not completely 

solved. 

Inves t iga t ions  i n  t h e  theory of information f requent ly  use the root-mean- 

square c r i t e r i o n  of accuracy ( r e f .  12 ) .  

I n  t h i s  case the  func t iona l  p (B ,B ' )  i s  se l ec t ed  i n  the follawing manner 

p(B, B') = S S  [B(x ,  u )  - B'(.z, y ) ] ' d ~  dy.  I (11) 

In t eg ra t ion  i n  equation (11) i s  c a r r i e d  out over the  e n t i r e  area of t he  

i m a g e .  

Unfortunately,  t h i s  c r i t e r i o n  does not correspond very wel l  t o  t he  proper- 

t i e s  of t he  human v i s u a l  system. This i s  evident i f  w e  consider t h e  image B '  

(x, y ) ,  which d i f f e r s  from B ( x ,  y) i n  almost each element by a magnitude l e s s  

than t h e  cont ras t  th reshold  of vis ion.  In  t h i s  case the  d i s t o r t i o n s  w i l l  not be 

not iceable ,  even though the  value of (11) may achieve a subs t an t i a l  magnitude p 
0' 
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A t  t h e  same t i m e ,  d i s t o r t i o n s  in  a f e w  elements a r e  such that p ( B , B ' )  = p 

be c l e a r l y  not iced as fore ign  poin ts .  

w i l l  
0 

L e t  us consider i n  detail  the information c r i t e r i o n  of accuracy. The 

authors of t h i s  c r i t e r i o n  ( f o r  example, r e f .  23) reason i n  the  following way. 

It i s  assumed t h a t  the quant i ty  of information, which i s  memorized or t ransmit-  

ted t o  some system, when operating with a given source, i s  I1 and tha t  t ransmit-  

t e d  t o  another system i s  equal t o  12. 

vides f o r  a bet ter  qua l i t y  of the image than the second. I n  th i s  discussion it 

i s  assumed that  there  i s  a simple r e l a t ionsh ip  between the quant i ty  of informa- 

t i o n  about t he  image and i t s  qua l i t y .  

If I1 > 12, then the f i r s t  system pro- 

L e t  us assume tha t  w e  have a system tha t  transforms an i m a g e .  If t h i s  

transformation i s  r eve r s ib l e ,  the d i s t o r t i o n  of the image due t o  the transforma- 

t i o n  may be compensated i n  pr inc ip le .  I n  t h i s  case the amount of information 

memorized by the system reachs a m a x i m u m  value--the entropy of the image source. 

The same value i s  achieved with an i d e a l  system without d i s t o r t i o n .  

systems without d i s t o r t i o n  and w i t h  any amount of d i s t o r t i o n ,  obtained as a r e -  

s u l t  of r eve r s ib l e  transformation, provide f o r  t he  same amount of information. 

Thus, two 

I f  i r r eve r s ib l e  t r ans fxmat ions  take place i n  a system, the quant i ty  of 

memorized information w i l l  be less than the  entropy of t h e  i n i t i a l  image. How- 

ever ,  i n  t h i s  case too ,  we cannot establish an r e l a t ionsh ip  between t h i s  quan- 

t i t y  and the  q u a l i t y  of the i m a g e .  Due t o  i r r e v e r s i b l e  transformations,  the 

ind iv idua l  images are combined i n t o  groups which cannot be dis t inguished.  

l a r g e r  these groups, the more pronounced i s  the decrease i n  the amount of i n -  

formation. 

The 

However, t he  q u a l i t y  of the images is  e f fec ted  not only by the  magnitude 

of the indis t inguishable  groups, bu t  more so by t h e i r  "form." I f ,  f o r  example, 
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some system combines information in to  groups j u s t  l i k e  t h e  r e c i p i e n t ,  t h e  d i s -  

t o r t i o n s  w i l l  not be not iced at a l l .  

d i f f e r e n t  f o r  the  r ec ip i en t  may be combined i n  groups--this w i l l  produce a sub- 

stantial  de t e r io ra t ion  i n  qua l i t y .  

However, images which appear s u b s t a n t i a l l y  

I n  information theory it is a prac t ice  t o  introduce the  c r i t e r i o n  of re- 

production accuracy obtained from biophysical  (or psychological,  e t c  .) i n v e s t i -  

gat ions and then t o  compute the amount of information i n  t h e  image. Of course,  

i n  t h i s  case,  t he  amount of information increases  with higher requirements for 

qua l i ty .  The introduct ion of the  "information" c r i t e r i o n  of accuracy i s  an 

e f f o r t  t o  place t h e  problem "from i t s  f e e t  on i t s  head." 

/70 

L e t  us assume t h a t  it has been possible  t o  introduce a s u i t a b l e  c r i t e r i o n  

of accuracy p ( B , B ' ) .  

image is solved automatically.  

If we know t h e  c h a r a c t e r i s t i c s  of the system, we can f i n d  the  transformed image 

B1(x, y ) .  

of view of t h e  r e c i p i e n t .  

be judged not on t h e  bas i s  of one image, but  on t h e  b a s i s  of' a multi tude of 

images. Then the  q u a l i t y  i s  conveniently described by the  average d is tance  

I n  t h i s  case the problem of evaluating the  q u a l i t y  of t he  

Let us assume t h a t  t h e  i n i t i a l  image i s  B(x, y ) .  

We compute p(B,B')--this i s  a measure of d i s t o r t i o n  from the  poin t  

The qua l i ty  of t h e  i m a g e  provided by t h e  system must 

.. - 
p 2 Pip(Bi, Bit),  1 

where Pi i s  t h e  p robab i l i t y  of some image Bi. 

The determination of t h e  accuracy c r i t e r i o n  adequate f o r  evaluat ing t h e  

resemblance of the  images by t h e  rec ip ien t  w i l l  make it poss ib le  t o  solve a 

series of important p r a c t i c a l  problems of t he  following type.  

The c r i t e r i o n  of accuracy i s  given. It i s  required t o  s e l e c t  a photo- 

graphic material which w i l l  provide for t he  required accuracy with a minimum 

average energy of t h e  projected image o r  a m a x i m u m  accuracy with a given energy. 
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This problem may include the  problem of s e l ec t ing  the  optimum s i z e  of t h e  image 

on a photographic layer .  (This problem f o r  a spec i f i c  c r i t e r i o n  w a s  considered 

by Fisher ,  ref. 24.) 

We note t h a t  t h i s  problem i s  not ,  s t r i c t l y  speaking, a problem of informa- 

t i o n  theory,  because i t s  so lu t ion  does not requi re  t h e  ca lcu la t ion  of t he  amount 

of information. 

6. Conclusions 

1. I n  describing t h e  proper t ies  of photographic systems, it i s  convenient 

t o  use an analogy between these systems and other  systems f o r  t ransmi t t ing  and 

s to r ing  information ( i n  pa r t i cu la r  e l e c t r i c  communications systems). 

egy follows from t h e  general  concepts of information theory.  

This anal- 

2. The development of optimum photographic systems i s  retarded by t h e  

absence of an accuracy c r i t e r i o n  f o r  the reproduction of images, i . e . ,  t h e  re- 

semblance c r i t e r i o n  of t h e  image from the  point  of view of t he  r ec ip i en t .  

a c r i t e r i o n  must be determined by using biophysical methods of psychological i n -  

ves t iga t ions ,  and not by t h e  methods of information theory.  

Such 

3. The concepts of t h e  information theory--quantity of information, en- 

t ropy,  capacity--have a r d h  e r  l imited appl ica t ion  t o  photographic systems. 

This i s  explained by t h e  f a c t  t h a t  these concepts are  used t o  measure t h e  e f f ec -  

t iveness  of coding and decoding, while t h e  achievement of these operations by 

purely photographic methods i s  almost excluded. 
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